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a b s t r a c t

The stream-coordinates mean structure of the Gulf Stream at 681W is derived using new

methods for both defining stream coordinates and interpreting bottom pressure and

inverted echo sounder travel times collected during the extensive Synoptic Ocean

Prediction experiment. These new analyses provide pictures of the vertical structure of

Gulf Stream flows that are demonstrably dynamically consistent with the density field

at all depths, in contrast to previous work that relies on simple vertical interpolations to

fill gaps between sparse current meter measurements. This new view of the Gulf Stream

suggests a slightly higher total mean transport, with the increases coming from both

baroclinic and barotropic components, and slightly stronger recirculation cells,

particularly on the southern side. The recirculation of the Gulf Stream appears to have

a weak baroclinic component, perhaps 10% of the total. A significant advantage of the

methodology is the ability to obtain sensible vertical and horizontal gradients of

currents and density so that the vertical and cross-stream structures of the components

of the mean potential vorticity can be clearly imaged. One new feature from this

calculation is that the along-stream gradient of the cross-stream velocity, a term that is

often ignored in potential vorticity analyses, is non-negligible (though small) and is

asymmetric about the current axis. Both the derived structure and implied dynamics of

the circulation can be significantly altered by small changes to the method of calculating

daily stream coordinates, e.g., by carefully filtering out observations in rings or not.

Arrays of pressure-equipped inverted echo sounders provide the opportunity (at

reasonable cost) for properly defining the stream coordinates of energetic jets such as

the Gulf Stream.

Published by Elsevier Ltd.
1. Introduction

Although the Gulf Stream is quite probably the most
extensively observed current in the world, there still does
not exist a dynamically consistent picture of the complete
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vertical structure of its mean currents nor its water
properties (the emphasis here is on the word ‘mean’, since
consistent snapshots of the current structures and water
properties have been produced). Such information is
much more than a curiosity because the search for small
variations in the structure of the ocean due to climate
change requires an accurate baseline of observations of
mean transports of mass and water properties. As well,
investigations of the nuances of the dynamics of the Gulf
Stream, for their intrinsic value and for numerical model
validation, require dynamically consistent observations of
the vertical and horizontal Gulf Stream structure.
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3 Subsequent analyses of IES data have generally been calibrated

into travel time at a fixed pressure surface or dynamic height anomaly at

a particular level. However, because the calibration profiles collected in

the SYNOP experiment were made with expendable bathythermographs

rather than CTDs these more modern techniques are not possible with

the SYNOP IES records.
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Along with the many studies of the Gulf Stream over
the past decades there has been a steady march of
improved hypotheses elucidating the dynamics and
energetics of the Gulf Stream, and concurrently there
has been a steady improvement of instrumentation and
the development of more powerful techniques for analyz-
ing observations. The availability of newer, and arguably
‘better’, techniques for the analysis of observations
suggests that the time is right to revisit well studied
regions such as the Gulf Stream at 681W to see what new
knowledge can be uncovered from prior observations.

The Synoptic Ocean Prediction (SYNOP) experiment
was one of the largest studies of the Gulf Stream system,
with moored arrays and Lagrangian float measurements
spanning the area from Cape Hatteras out to 551W during
1988–1990 (e.g. Pickart and Watts, 1990a; Johns et al.,
1995; Shay et al., 1995, Watts et al., 1995; Bower and Hogg,
1996). There were three primary arrays of moorings
during the SYNOP experiment: an array just downstream
of Cape Hatteras called the Inlet Array, the main array at
681W called the Central Array (Fig. 1a), and a large array at
551W called the Eastern Array. The experiment involved a
host of institutions including the Universities of Miami,
North Carolina, and Rhode Island, as well as the
Massachusetts Institute of Technology, the Naval Research
Laboratory, the Scripps Institution of Oceanography, and
the Woods Hole Oceanographic Institution. There have
been many publications based on this project; however of
particular relevance to this paper was a study of the
stream-coordinates structure of the Gulf Stream at the
Central Array (Johns et al., 1995, hereafter JSBW95).

In the JSBW95 study only the current meter data set
was used in the calculation of the stream-coordinates
mean temperature and velocity, with the inverted echo
sounder data being used to provide only the pressure of
the 12 1C isotherm (see Fig. 1a for instrument locations
used in the Central Array). To obtain complete vertical
sections, the JSBW95 study employed interpolation and
extrapolation over large vertical distances from the four
instrument levels on each mooring. Subsequent studies
around the globe, including some by the lead author of the
JSBW95 article (e.g. Johns et al., 2005), have clearly
demonstrated the advantages in determining the struc-
ture and transport of a strong ocean flow using a
dynamically consistent, geostrophic style of velocity
estimation rather than the point current meter moorings
of the type used in JSBW95. Also in the past 12 years it has
been shown that the combination of inverted echo
sounder, bottom pressure, and hydrographic data can
produce a more complete estimate of the vertical
structure of temperature, salinity, and absolute geos-
trophic velocity than is possible from a small number of
instruments distributed on a mooring (e.g. Meinen and
Watts, 2000; Watts et al., 2001a). And finally, it is now
known that the daily determination of stream coordinates
can be improved by changing one of the definitions used
in the JSBW95 study (Meinen and Luther, 2003).

The present paper details some results of a study of the
stream-coordinates mean structure and transport of the
Gulf Stream using new techniques of both stream-
coordinates estimation and water property profile deriva-
tion from inverted echo sounder, pressure and hydro-
graphic data. This work utilizes the SYNOP inverted echo
sounder data to a far greater extent than occurred during
the original analyses, in particular providing new esti-
mates of the components of the potential vorticity of the
flow, including a term that is often neglected but is not
negligible.

2. Data

The Inverted Echo Sounder (IES) is an instrument that
has been around for 30+ years (e.g. Rossby, 1969; Watts
and Rossby, 1977), so a brief discussion of the instrument
and its measurement is all that is provided here, with the
details left to other publications (e.g. Meinen and Watts,
2000; Watts et al., 2001a). The IES is a small package
about 0.6 m in height that is moored approximately one
meter off the ocean bottom. The basic IES essentially
consists of a 10 kHz (or 12 kHz in newer models)
transmitter/receiver and a high precision clock. The IES
sends out sound pulses and measures the time required
for a sound pulse to travel up to the sea-surface, reflect
and return to the instrument at the ocean bottom.
Variations of the speed of sound in seawater, caused by
changes in temperature and salinity, result in changes in
the measured round-trip acoustic travel times. In the
initial analyses of the SYNOP experiment the travel time
variations were used solely to determine the main
thermocline vertical displacements. With techniques
developed more recently, the same travel time variations,
when combined with hydrographic data, provide esti-
mates of a much wider variety of information including
the vertical profiles of properties and their integrals in the
water column above the IES (Meinen and Watts, 2000;
Watts et al., 2001a).

In the SYNOP experiment Central Array, 24 IES were
deployed with nominal spacings of 40–60 km during two
consecutive year-long settings (Fig. 1a). As shown in
Tracey et al. (1997), the SYNOP IES travel times were
originally calibrated into the quantity Z12*, which is
essentially a measure of the vertically integrated tem-
perature between 250 and 750 dbar.3 The Z12* values were
subsequently mapped using optimal interpolation (OI)
onto a regular 20 km grid (Fig. 1b). The Tracey et al. OI
maps of Z12* are employed in the present study, since the
calibration accomplished by Tracey et al. (1997) is the best
that can be achieved with the data collected.

Some IES packages are equipped with additional
sensors; in the case of the SYNOP instruments the central
core of 12 instruments was equipped with high precision
bottom pressure sensors (Fig. 1a). The resolution of these
sensors is better than 0.001 dbar (Watts and Kontoyiannis,
1990), with residual sensor drifts after drift correction of
no more than 0.015 dbar per year (Watts et al., 2001b).
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Fig. 1. (a) Map of the inverted echo sounders (IES), pressure-equipped inverted echo sounders (PIES) and current meter (CM) moorings from the SYNOP

experiment during 1988–1990. The 8-year mean position of the Gulf Stream SST front (Lee and Cornillon, 1996) is shown to illustrate the position of the

array relative to the current. Bottom topography from Smith and Sandwell (1997) is also shown. (b) Map showing the grid points for optimal interpolation

mapping of the IES acoustic travel time, t, and the PIES pressure data, P (Watts et al., 1995, 2001b; Tracey et al., 1997).
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Watts et al. (2001b) mapped the bottom pressure data
from the PIES using OI onto a 20 km grid that was slightly
smaller than the Z12* maps (Fig. 1b) because the outer ring
of IES instruments did not include pressure sensors. The
Watts et al. OI maps of pressure are employed in the
present study.

Modern analysis of IES data requires hydrographic data
from the region of study, although the data do not
necessarily need to be contemporaneous. For this study,
a data set of 333 conductivity-temperature-depth (CTD)
profiles in the area was available from the Anatomy of a
Meander project (e.g. Hummon and Rossby, 1998), several
transects and ring studies by the University of Rhode
Island (e.g. Johns et al., 1989) and the Woods Hole
Oceanographic Institution (e.g. Joyce, 1984; Joyce et al.,
1986), and from the Hydrobase data set (Lozier et al.,
1995). All CTD profiles were required to reach at least
1000 dbar and have a near-surface observation within the
upper 50 dbar. For profiles that lacked a surface value, the
nearest-to-surface value was copied to the surface
assuming a well-mixed layer above 50 dbar.

Finally, the last data sets used herein are the current
meter velocity and pressure data from 13 tall current
meter moorings (see Fig. 1a for locations) that were
collocated with the PIES (except for one mooring set only
during the second year of the experiment without a PIES
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near its base). Each of the current meter moorings had
instruments at nominal depths of 400, 700, 1000, and
3500 dbar (see JSBW95 for a complete discussion of the
current meter data set). Shallower instrument levels
included temperature and pressure measurements as
well as current meter velocity measurements, while the
deepest level had temperature but not pressure. The
individual current meter moorings exhibited pressure
deflections (blow-over) with root-mean-squared values
of 75–150 m, and a maximum observed deflection of
approximately 600 dbar. The current meter mooring data
are used herein only to illustrate that the combination of
PIES measured travel time and pressure is capable of
reproducing the observed current meter signals well.

All time-series data used in creating the OI maps
utilized herein were smoothed with a second order
Butterworth low-pass filter with a 40-h cutoff passed
both forward and backward to avoid phase shifts (Tracey
et al., 1997; Watts et al., 2001b). The resulting data were
then sub-sampled to once per day (noon GMT). For the
bottom pressure records, Watts et al. (2001b) removed the
tides using a response-analysis technique and the records
were de-drifted prior to the low-pass filtering.
3. Methods

The earliest use of the IES travel time measurements
was as a full-water-column calorimeter and estimator of
thermocline depth (Rossby, 1969). Watts and Rossby
(1977) interpreted travel times as dynamic heights and
made geostrophic vertical shear comparisons with current
meter and float measurements. By the late 1980s and
early 1990s the IES travel times were routinely being
calibrated into an estimate of the depth of the main
thermocline (e.g. Watts et al., 1995), and there were some
early attempts during this period to try to extract further
information from the IES data using theoretical dynamical
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Fig. 2. Illustration of ‘traditional’ methods of analyzing IES acoustic travel tim

simulate travel time measurements by integrating sound speeds calculated from

resulting simulated travel time is plotted versus the observed pressure of the 1

CTD profile (squares).
modes or the parallel isotherm assumption (e.g. Pickart
and Watts, 1990b; Kim and Watts, 1994; He et al., 1998).
Characteristic relationships between simulated travel
time and thermocline depth/pressure were defined using
hydrographic data from the region that was either
coincident in time or historical (Fig. 2). By the late
1990s, after the first analyses of the SYNOP data had been
completed, it was recognized that this combination of
hydrography and travel time could do more than just
estimate the structure of the main thermocline. Due to the
high vertical coherence of the low frequency ocean
variability, the IES-hydrography combination for a chosen
region can also estimate the full-water-column profile of
temperature, salinity, and density and it can do so
empirically without any theoretical assumptions (Meinen
and Watts, 2000; Watts et al., 2001a). The gravest
empirical mode, or GEM, technique produces look-up
tables of various water properties, including temperature,
salinity, and density, as a function of pressure and an
integral quantity such as round-trip acoustic travel time
(Fig. 3, left panels). Mathematically any given vertical
integral travel time value, which is essentially a heat
content integration, could result from an infinite variety of
different temperature profiles, however empirical analysis
of regional hydrographic data indicates that the ocean
generally associates a single type of profile with each
particular integrated value within a remarkably small
standard deviation. More importantly, one key feature of
the GEM technique is that by comparing the original
hydrographic data to the smoothed GEM look-up tables it
is possible to define a data-based error bar for the GEM
estimates (Fig. 3, central panels). In the SYNOP region the
signal-to-noise ratios through the main thermocline
depth-range (200–1200 dbar) exceed 10–20, while below
the main thermocline the signal-to-noise ratios are 5–10
for all but the deepest few hundred dbar where it drops to
near 1 as the signals become extremely small in
comparison to the upper water column and the variations
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Fig. 3. Left panels: Gravest Empirical Mode (GEM) look-up table of temperature. Here the vertically-integrated temperature quantity Z12* has been used

as the abscissa rather than simulated acoustic travel time because the SYNOP IES travel times were calibrated into Z12* by the original researchers at the

University of Rhode Island (Watts et al., 1995; Tracey et al., 1997). Center panels: Hydrographic scatter (RMS differences) around the GEM look-up values

in absolute units. Vertical gray lines indicate the original hydrographic observations. Right panels: Signal-to-noise ratio determined as the RMS differences

divided into the peak-to-peak signal for each level.
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are less well correlated with the thermocline variations
(Fig. 3, right panels). In the surface layer the signal-to-
noise ratios also drop to around 5–10, principally because
of seasonal effects on the upper water column. Signal-to-
noise ratios for the salinity and density (not shown) are
roughly equal to those for temperature in Fig. 3. It is
possible to correct for the seasonal effects in the near-
surface layers by using a seasonal GEM field (Watts et al.,
2001a), however these seasonal effects have large spatial
scales and as such have little impact on mesoscale
analyses. No seasonal GEM was applied herein.
The application in this paper of the GEM technique to
the SYNOP IES travel times differs somewhat from
previous applications of the GEM method. Because the
SYNOP investigators calibrated their IES travel times
into Z12* (using a linear relationship with travel time,
see Fig. 2) prior to the OI mapping (Tracey et al., 1997), the
GEM look-up tables derived herein use Z12* as the abscissa
for sorting the hydrographic data into the look-up table
(Fig. 3). The relationship between Z12* and travel time is
sufficiently tight (see Fig. 2) that this potential source of
error is negligible compared to the scatter about the GEM
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field. Previous applications of the GEM technique also
have involved using the IES time series at each site to
extract time series of profiles of temperature, salinity, and
density from the respective GEM look-up tables. For this
study, rather than restrict this calculation to only the IES
sites, the field of OI-gridded Z12* (Fig. 1b) was coupled
with the GEM look-up tables of temperature, salinity, and
density to produce time series of profiles at each OI grid
point. The result is four-dimensional grids of temperature,
salinity, and density over the full-water-column with
10 dbar vertical resolution, 20 km horizontal resolution,
and 1 day temporal resolution. These resolutions are
generally only available using numerical model output,
however in this case these grids are purely based on actual
oceanic observations coupled with some basic mathema-
tical techniques (splines for building the GEM look-up
tables, OI to build the maps). Note, of course, that like all
applications of OI mapping the grid points themselves do
not represent independent data points, which are re-
stricted to the original time series upon which the map is
built. Neither does the vertical resolution achieved by the
GEM method imply independent data every 10 dbar; nor
does the 1 day temporal resolution imply independent
data every day (after 40-h low-pass filtering).

Because it is possible to estimate a density profile
utilizing the GEM technique, it is possible to vertically
integrate this profile in order to get a dynamic height
anomaly profile as well, and by differencing neighboring
dynamic height profiles it is possible to calculate
geostrophic velocity relative to an assumed level of no
motion. Recall that we are using here the OI maps of Z12*
produced by Tracey et al. (1997); by rearranging the
geostrophic balance equations we were able to calculate
profiles of the horizontal gradients of the dynamic height
at each OI grid point thereby yielding profiles of
geostrophic relative velocity at each OI grid point shown
in Fig. 1b; the zonal (Urel) and meridional (Vrel) geos-
trophic relative velocity are given by

Urel ¼
�1

f

dDD

dy
¼
�1

f

dDD

dZ�12

dZ�12

dy

� �
and

V rel ¼
1

f

dDD

dx
¼

1

f

dDD

dZ�12

dZ�12

dx

� �

where DD is the dynamic height anomaly, f is the Coriolis
parameter, x is the east–west distance and y is the
north–south distance. The values of dDD/dZ12* are deter-
mined by taking the derivatives of splines fit to the
vertically integrated density GEM field, while the values of
dZ12*/dx and dZ12*/dy are determined by taking the
gradients of splines fit to the OI maps of Z12* produced
by Tracey et al. (1997). The result is a four-dimensional
grid of relative velocity at the same resolution as the
temperature, salinity, and density fields. The level of no
motion used for this calculation was 3500 dbar.

As noted previously, the bottom pressure measure-
ments of the PIES cover most of the same area as the IES
travel time measurements (Fig. 1). Horizontal gradients of
the leveled OI maps of bottom pressure produced by
Watts et al. (2001b) yield estimates of the near-bottom
velocity throughout the domain covered by the bottom
pressure OI maps (leveling incorporated the velocities
measured by the 3500 m current meters and assumes the
time-mean near-bottom velocity field was in geostrophic
balance). The velocities determined as gradients of the
time-varying OI pressure fields can then provide an
absolute velocity reference for the four-dimensional grids
of relative velocity derived from the IES measurements,
yielding four-dimensional grids (within the slightly
smaller mapped pressure domain, see Fig. 1) of absolute
geostrophic velocity to go with the relative velocity,
temperature, salinity, and density grids.

Previous applications of the GEM technique have
demonstrated that the temperature, velocity and trans-
port estimates that result from the combination of the
GEM look-up tables and IES travel time records agree well
with independent data such as that from moored current
meters and temperature sensors (e.g. Meinen and Watts,
2000; Watts et al., 2001a; Meinen et al., 2004). In this new
application of GEM fields to OI mapped IES data, the
sources of error that will potentially influence the final
accuracy of the gridded temperature, salinity, and density
in comparison with point estimates of these quantities are
as follows: the accuracy of the original measured IES
travel time, the accuracy of the calibration of the travel
time into Z12*, the errors in the OI mapping, and the
scatter about the GEM fields. Previous work has shown
that the first and second sources of error are small
compared to the scatter about the GEM fields (e.g. Meinen
and Watts, 2000). Throughout the rest of this paper the OI
mapped values that are used are generally only those at
grid points immediately adjacent to actual IES/PIES sites;
the original OI mapping study showed that the errors in
the OI mapped fields at the IES/PIES sites are extremely
small (o2 m in Z12) for all sites (Tracey et al., 1997; Watts
et al., 2001b). As such, the accuracy of the temperature,
salinity, and density estimated via the OI maps and the
GEM fields is essentially dictated by the scatter about the
GEM fields. As noted previously, the signal-to-noise ratios
for salinity and density (not shown) are essentially the
same as those for the temperature shown in Fig. 3.

The accuracy of the velocities estimated via these
methods is somewhat more complicated to determine
than for the property fields. Since the velocities (both
relative and absolute) are determined geostrophically,
they represent horizontal averages between the IES/PIES
sites. As a result, the velocities at the IES/PIES sites within
the array will have accuracies incorporating both the
scatter about the GEM fields and the OI mapping
accuracies for both Z12* and pressure. While OI mapping
procedures provide estimates of percent error variance
(useful for array-design) based on input estimates of error
variance at each site and of correlation length scales, it is
difficult to determine the actual map accuracies in explicit
dimensional units. The accuracy of the absolute velocities
determined herein from the combined baroclinic and
near-bottom reference level velocities was instead eval-
uated by comparison to direct velocity measurements
from current meters (see Fig. 1a). As an example of the
accuracy of the absolute velocities derived herein, Fig. 4
shows the directly measured zonal and meridional
velocities at a central current meter mooring compared
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with the PIES-GEM estimated velocities at the coincident
location and pressure. Note that the current meter
velocities shown are the measurements prior to correction
for mooring motion (e.g., Cronin and Watts, 1996), and the
PIES-GEM velocities that are compared were extracted
from the four-dimensional grids of absolute velocity at the
pressure measured by the sensors adjacent to the current
meters on the mooring. This comparison could be done
using the mooring motion-corrected current meter velo-
cities, however this would result in a commingling of the
accuracy of the PIES-GEM velocities and the errors in the
mooring motion correction of the current meter velocities.
Hence to eliminate that additional uncertainty, the
absolute velocities derived herein are compared to the
actual measurements made by the current meters at
the pressure levels at which they were made.
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current meter data have not been corrected for mooring motion, and hence conta

100 dbar at times. The PIES velocities are extracted from the full-water-column v

with the current meters on the moorings. (a) Zonal velocity for nominal 400 dbar

zonal velocity for nominal 1000 dbar instrument; (d) meridional velocity for n
The agreement between the PIES-GEM absolute velo-
cities and the current meters is excellent, with correlation
coefficients between 0.89 and 0.96 at the different levels/
sites. The root-mean-squared (rms) differences are about
15 cm/s for the nominal 400-dbar sensors and 6 cm/s for
the nominal 1000-dbar sensors. These rms differences
represent only 7–9% of the peak-to-peak signals at these
levels. More importantly for the mean fields presented in
this paper, the differences between the PIES-GEM esti-
mated mean currents and the current meter mean
currents are generally only 2–3 cm/s at both depth levels.
Because the PIES-GEM velocities represent a horizontal
(geostrophic) average over the roughly 40–60 km dis-
tances between neighboring PIES while the current
meters are true point measurements, the agreement is
impressive. Support for the hypothesis that much of the
ul89 Oct89 Jan90 Apr90 Jul90 Oct90

ul89 Oct89 Jan90 Apr90 Jul90 Oct90

ul89 Oct89 Jan90 Apr90 Jul90 Oct90

ul89 Oct89 Jan90 Apr90 Jul90 Oct90

ters at a central site in the SYNOP array (during two separate 1-year

the OI mapped IES travel times and the OI mapped bottom pressures. The

in variability reflecting downward deflections of the mooring that exceed

elocity profiles at the pressure levels measured by the sensors coincident

instrument; (b) meridional velocity for nominal 400 dbar instrument; (c)

ominal 1000 dbar instrument.
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difference between the two velocity measurements is due
to the horizontal averaging comes from a comparison of
the high-frequency variance in the two quantities. The
variance of the current meter records passed through a
10-day high-pass filter (second order Butterworth, passed
both forward and backward to avoid phase shifting)
exceeds that of the PIES-GEM velocities (filtered similarly)
by 50–180%. This suggests there is much more high-
frequency (presumably primarily small spatial scale)
variability in the current meter data (note both current
meter and PIES data has been 40-h low-pass filtered prior
to the high-pass filtering). Similar agreement to that
shown in Fig. 4 is found for comparisons of the PIES-GEM
estimated temperatures and the moored temperature
sensor values (not shown). Typical mean temperature
differences for instruments at a nominal depth of 400 m
(1000 m) are 0.2–0.4 1C (0.1–0.2 1C) and typical RMS
temperature differences are 0.7–1.0 1C (0.3–0.4 1C); these
differences are consistent with or smaller than the scatter
about the GEM temperature field (see Fig. 3). The
moorings did not have salinity sensors for comparison to
the PIES-GEM estimates.
3.1. Stream-coordinates averaging

Averaging data in time as a function of position relative
to a unique characteristic of a current, rather than as a
function of geographic position, known as averaging in
‘stream coordinates’, is a well-established technique for
determining the mean structure of a meandering current.
While there are several different methods for averaging
data from moored observation platforms in stream
coordinates, each method has three steps in common:
(1) define a unique characteristic of the current that will
be used as the origin, the geographic position of which
changes with time; (2) determine the cross-stream
distance from the observation site to the nearest position
of the origin at each time step; and (3) determine the
direction of downstream flow so that the Cartesian
velocity components can be rotated into along-stream
and cross-stream components (e.g. Meinen and Luther,
2003). The specific methods applied to each of these steps
vary from study to study, and the choices that are made
affect the final results. Furthermore, as discussed in
Appendix A, without a bit of subjective editing the final
results can still have significant ‘errors’.

Before describing how stream coordinates were ap-
plied to the SYNOP data in this study, a few comments
regarding the data to be used are in order. As noted earlier,
the combination of the OI mapping with the GEM has
resulted in a four-dimensional grid of data at 20 km
horizontal resolution. In theory each of the OI grid points
could be used in the stream-coordinates averaging,
however the OI grid points are not all independent from
one another as noted earlier. More realistically the
number of independent grid points within the array is
defined by the number of independent time series going
into the OI mapping. Therefore, the 13 grid points that
most closely coincide with the 13 current meter moorings
(and hence the PIES) were selected as the time series of
profiles that would be used in the stream-coordinates
averaging. This represents fewer than 10% of the total
number of OI grid points available from the mapping
(Fig. 1).

Stream coordinates averaging has been applied to the
Gulf Stream in several studies at various places along
the length of the current. In some of the earlier studies the
origin of the stream-coordinate system was defined as the
‘north wall’, where the 15 1C isotherm crosses a depth of
200 m. Subsequent studies (e.g. Halkin and Rossby, 1985)
showed that this choice was not optimal as having the
origin out towards the flank of the current resulted in a
noisier system. Having an origin other than at the center
of the baroclinic core also will result in unwanted
smoothing of the structure since the width of the current
changes and the true structure ‘pivots’ about a central
point. As such the hydrographic data from the region was
used following the methods described in Meinen and
Luther (2003) to define the Gulf Stream core, i.e., the
origin, as the point where the 12 1C isotherm crosses
500 dbar. This is the same definition of the core used by
JSBW95 in their stream coordinates averaging of the
mooring motion-corrected current meter data. Cross-
stream distance is defined as the distance from each
observation site to the nearest point on the ‘‘Z12

equals 500 dbar’’ contour on each day. Once again this is
the same definition used by JSBW95 and it is an
‘improvement’ over techniques which assume a ‘frozen’
cross-stream structure in order to determine cross-stream
location. The ‘frozen’ field assumption was generally
invoked by other researchers because of a lack of explicit
information about where the origin was located each day
(see Meinen and Luther, 2003, for a discussion of this
point). For each of the 13 grid point time series, the cross-
stream location is determined for each day. The observa-
tions of temperature and salinity are then averaged in
10 km wide bins starting from the bin centered on the core
and moving out towards the cold ‘north’ side of the front
and the warm ‘south’ side of the front (one additional step
is required for the velocities before they too can be
averaged into 10 km wide bins, as will be discussed
shortly). No additional horizontal smoothing (beyond
the 10 km bin averaging) is applied to the sections (except
for the cross-stream velocity as will be discussed shortly).
Only bins that contain at least 25 observations are kept,
which restricts the useful domain to bins centered
between 140 km towards the cold side of the front and
150 km towards the warm side of the front.

The definition of downstream direction needed to
rotate the velocity observations into the along- and cross-
stream components is more problematic. As discussed in
both JSBW95 and Meinen and Luther (2003), there are
basically two ways to define the direction of downstream
flow for each moored observation site. First of all, the
tangent to the ‘Z12 equals 500 dbar’ contour at the point of
closest approach can be used (see Fig. A1). Second, the
velocity shear between the upper levels can be used to
determine the downstream direction by defining it as the
direction in which there is the maximum vertical shear in
horizontal velocity. The JSBW95 study discussed some
of the advantages and disadvantages of these two
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techniques, and they chose to use a hybrid of the two
methods, utilizing the vertical shear technique whenever
the shear between the 400 and 1000 dbar instruments was
greater than 5 cm/s and the tangent method when the
shear was less than 5 cm/s. A primary concern with the
vertical shear method is that this forces all of the baroclinic
velocity structure into the downstream direction a priori,
while it would be preferable to determine this as a result
rather than as an assumption. As will be shown shortly, the
assumption is misleading for the Gulf Stream at this
location and leads to large differences in the velocity
structure, particularly at the flanks of the Gulf Stream.
4 Note that given a 50–60 km correlation length scale (e.g., Tracey

et al., 1997) not all of the horizontal grid points are independent.

Regarding the independence of the vertical grid points, the hydrographic

data that was used to create the GEM field had 1–2 dbar vertical

resolution, so the measurements themselves are independent of one

another although given the varying vertical correlation length scale in

the ocean the levels themselves are not independent of one another.
4. Results

Consistent with the original studies of the SYNOP data
(e.g. Lindstrom and Watts, 1994; Watts et al., 1995;
Lindstrom et al., 1997), the present study finds that the
2-year mean of the circulation within the Central Array
shows a weak meander-trough structure with the abso-
lute velocity vectors turned slightly clockwise of the
relative velocities (relative to a level of no motion at
3500 dbar) entering the trough, consistent with down-
welling, and absolute velocity vectors turned slightly
counter-clockwise of the relative velocities exiting the
trough, consistent with upwelling (Fig. 5). The maps of
thermocline depth/pressure are essentially identical to
those produced by Watts et al. (1995). However, where
that study obtained velocity only from four levels of
mooring motion-corrected current meter data at 13 sites
(see also Cronin and Watts, 1996), the present study has
absolute velocities at a much more complete 10 dbar
vertical resolution and 20 km horizontal resolution.4

Furthermore the velocities herein, as geostrophic esti-
mates, are by their very nature dynamically consistent
with the temperature and salinity fields, unlike the
point current meter measurements, especially where the
current meter data were interpolated or extrapolated to
other depth levels than the nominal four. The geostrophic
derivation can, of course, also be a drawback as any
ageostrophic velocities are missed by the PIES-GEM
technique, but the overall agreement with the non-
mooring-motion-corrected current meter velocities sug-
gests that this is not a major liability. The Eulerian mean
sections extracted along the central line of the array
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Fig. 6. Eulerian mean sections calculated at the grid points along the central line of the array using the full lengths of the records. (a) Temperature (1C); (b)

salinity; (c) zonal velocity (cm s�1); (d) meridional velocity (cm s�1).
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(Fig. 6) show a broad, smooth front and a multiple-core
velocity structure, which is not unexpected when Eulerian
averaging is used in the presence of a strongly meandering
current like the Gulf Stream (JSBW95). To get a better
picture of the mean structure of the Gulf Stream during
this 2-year period a different averaging approach is
needed, that of ‘stream coordinates’ averaging.
4.1. Stream-coordinate mean temperature, salinity and

velocity sections

The stream coordinates mean section of temperature
(Fig. 7) shows the thermocline dipping from around
150 dbar on the cold ‘north’ side of the front to about
850 dbar on the warm ‘south’ side of the front. The thick
layer of 18 1C mode water expected in this region (e.g.
Worthington, 1959) shows up strongly with fairly constant
temperatures found from 200 dbar down to near 500 dbar,
increasing in depth and thickness to the south of the Gulf
Stream core. The uniform nature of this layer is much
more pronounced in the stream coordinates section
(Fig. 7) than in the Eulerian mean section (Fig. 6a). The
warm core of water greater than 25 1C is found right at the
stream coordinates origin above 100 dbar. The largest
standard deviations of the stream coordinates tempera-
tures are found just north of the core near the surface
(Fig. 7), while at depth the highest standard deviations are
associated with the strongest gradients in temperature, as
expected.

To determine the standard error of the mean, and
hence the statistical accuracy of this mean section, the
standard deviation should be divided by the square root of
the number of degrees of freedom in the record. Analysis
of the 12 bottom pressure records and 24 travel time
records from the PIES and IES finds that the average
Eulerian integral time scale (e.g. Emery and Thomson,
1998) of all of the instruments is about 23 days (see
Appendix B). Previous studies of the Gulf Stream have
shown that the integral time scale in stream coordinates is
essentially the same as the integral time scale in Eulerian
coordinates (e.g. JSBW95). Utilizing the definitions of
degrees of freedom and integral time scales applied
herein, two integral time scales are required to provide a
single degree of freedom (see Appendix B for details).
However this does not imply that each of the 10 km wide
stream-coordinates bins has a number of degrees of
freedom equal to the length of the record divided by
twice the integral time scale, because the data within each
10 km bin are sporadic in time depending on the distance
on any given day from an observation site to the core of
the Gulf Stream, with the outermost bins having as few as
25 daily observations during the entire 2-year record.
Insofar as the limited observations within each bin are



ARTICLE IN PRESS

0
100
200
300
400
500
600
700
800
900

1000

P
re

ss
ur

e 
[d

ba
r]

Stream coordinates
mean temperature

25 25

20

15
10

5

−100−50 0 50 100 150

1000

1500

2000

2500

3000

3500

4000

4500

5000

Cross−stream distance [km]

P
re

ss
ur

e 
[d

ba
r]

5

4

3

Te
m

pe
ra

tu
re

 [°
C

]

5

10

15

20

25

0
100
200
300
400
500
600
700
800
900

1000

P
re

ss
ur

e 
[ d

ba
r ]

Temperature
standard deviation

1

0.5
0.5 0.4

0.3 0.2
0.1

0.1

0.2

0.4
0.3

0.20.1

0.06
0.02

0.06

0.08

0.06

−100−50 0 50 100 150

1000

1500

2000

2500

3000

3500

4000

4500

5000

Cross−stream distance [km]

P
re

ss
ur

e 
[ d

ba
r ]

0.4
0.20.1

0.06
0.04

0.02

0.0
4

0.0
2

0.04

Te
m

pe
ra

tu
re

 [°
C

]

0

0.5

1

1.5

2

Fig. 7. Left panels: stream coordinates mean temperature section; see text for details of calculation. Note the two different contour intervals. Gray filled

bottom is based on a weighted average of the actual depths of the OI grid points, with the weighting based on the number of observations from each OI

point that contributed to the stream coordinates average in each 10 km wide bin. The total number of points averaged in each 10 km bin ranges from just

over 30 on the flanks to just under 600 at the core. Right panels: standard deviation of the stream coordinates values. Note the three different contour

intervals.
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found right at the surface while the temperature standard deviations

have a maximum at 50 m suggests that precipitation effects may be

increasing the observed salinity variance in the stream coordinates

salinity data.
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separated in time by less than the temporal decorrelation
scale, they would not be independent of one another. To
estimate the number of degrees of freedom available in
each 10 km wide bin, the complete record was broken up
into 46 day segments (two integral time scales) and the
number of 46 day segments which included at least one
observation was summed for each 10 km wide bin.
Computed this way, the number of degrees of freedom
ranges from only 4 in the bin centered at +150 km along
the warm side of the front to values between 15 and 17 in
the bins near the core (between �90 to +90 km) down to
about 9 in the bin centered at �140 km along the cold side
of the front. Therefore, the standard error of the mean
can be found by dividing the standard deviations shown in
Fig. 7 (right panels) by 2–3 (the square root of the number
of degrees of freedom) at the flanks and by about 4 near
the core of the current.

The stream-coordinates mean section of salinity
(Fig. 8) shows the Gulf Stream as a boundary between
the saline (S436) waters to the south (‘warm’ side) of the
Gulf Stream and the cold and fresh waters to the north.
The salinity maximum on the cold side of the front is
found centered near 125 dbar with value of 35.45, with
fresher waters both above and below. The peak salinity
value of 36.70 is found at 120 dbar just a few kilometers
towards the warm side of the front, again suggesting that
the core definition used herein is robust. The highest
standard deviations of salinity are found at the surface5 on
the cold side of the front, with peak values following the
halocline downwards towards the warm side of the front
(Fig. 8). The standard error of the mean is the standard
deviation in Fig. 8 divided by approximately 2–3 along the
flanks and 4 between 790 km (as with the temperature
section). Note that the earlier JSBW95 study made no
effort at estimating a stream-coordinates mean salinity
section as the moorings did not have the required high
quality conductivity sensors.

The stream-coordinates mean section of along-stream
velocity (Fig. 9) shows the classical offshore shift of peak
velocity with increasing depth found in nearly all previous
stream-coordinates sections of the Gulf Stream in this
region, such as that by Halkin and Rossby (1985) at 731W
and JSBW95 at 681W (but it was not found by Bower and
Hogg (1996), at 551W, perhaps because that section had
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no data above 500 m). Peak velocities of just over 170 cm/s
are found at the surface about 15 km north (‘cold’ side) of
the stream-coordinates origin, while peak velocities at
400 dbar are found at about 15 km on the warm ‘south’
side of the origin. The peak standard deviations of the
along-stream velocity follow a similar pattern, trending
deeper with increasing offshore distance (Fig. 9). The zero
velocity contours (thick white lines in Fig. 9) bound a
current that is about 155 km wide at the bottom and more
than 230 km wide at the surface (there is a small amount
of near-surface downstream flow that is missed on the
warm side of the current due to an insufficient quantity of
data). The current is somewhat wider near the surface
than was observed by JSBW95 using the current meter
data, and there are slightly stronger eastward currents
below 1500 m (i.e., stronger barotropic flow) than ob-
served by JSBW95. These velocity differences are statisti-
cally significant, at the 95% level based on the estimated
error bars and the number of degrees of freedom, and they
illustrate the importance of the hydrography-based shear
between 1000 and 3500 m inherent in the GEM technique
versus the simple interpolation possible between these
two depths in the current meter data used in the JSBW95
study. It is shown in the Appendix A that the greater than
5 cm/s counter-flow found 150 km south (‘warm’ side) of
the core by JSBW95 appears to be an artifact of including
observations within cold core rings in the stream-
coordinates calculations for the Gulf Stream. In fact the
result of stream-coordinates averaging the PIES data with
the ring data included is visually identical to the JSBW95
section. Direct comparison with the JSBW95 section is not
possible because the numerical values used to make their
mean section plot have been lost (W. Johns, personal
communication, 2005).

The mean along-stream transport of the Gulf Stream in
stream coordinates is 117 Sv (integrated between zero
velocity contours). Following the methods described in
Meinen and Watts (2000), the accuracy of the mean
transport is a function of both any possible errors in the
measurement system and the statistical accuracy of the
calculation of the mean (i.e., the standard error of the
mean). The measurement accuracy (one standard error
level) of a daily section of transport is about 13 Sv (taking
into account the hydrographic scatter about the GEM
fields and the direct measurements of travel time and
pressure), and given the dominant 23-day time-scale
observed herein (see Appendix B) the total accuracy
(measurement plus statistical accuracy, one standard
error level) of the mean transport is estimated to be
about 3 Sv. Therefore, the transport value of 117 Sv is not
statistically different at 95% confidence from the 113 Sv
value determined by JSBW95 from the SYNOP current
meter data. If real the larger transport represents a 20%
larger inflow rate (4.4 Sv per 100 km) from 731W than has
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Fig. 9. Left panels: stream coordinates mean section of along-stream velocity. Note the two different contour intervals. Thick white contours denote zero

velocity. The bottom is as described in Fig. 7. Right panels: standard deviation of the along-stream velocity.
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previously been estimated (JSBW95). A comparison of the
along-stream transport as a function of depth from the
present study and the JSBW95 study (where the latter was
hand-digitized from the figure in their paper) illustrates
that the excess transport results from slightly stronger
transports above 600 m and slightly stronger transports
between 1800 m and the bottom (Fig. 10). Much of the
difference in actual structure occurs below 1000 m, where
JSBW95 were essentially interpolating between the 1000
and 3500 m current meters. Inside this layer JSBW95
generally had no data unless mooring motion pulled down
the nominal 1000 m instruments into the upper few
hundred meters of this layer. The PIES-GEM velocities, on
the contrary, utilize real hydrographic data to evaluate the
structure between these two depths.

The stream-coordinates mean of the cross-stream
velocity demonstrates that 681W is a region of inflow
into the Gulf Stream (Fig. 11), consistent with previous
studies of the circulation in this area (e.g. Hogg, 1992;
JSBW95). The strongest inflow is found to occur on the
south (‘warm’ side) of the Stream and below 1000 m,
perhaps explaining the greater width and increased
barotropic flow found farther downstream at 551W
(Bower and Hogg, 1996), although it may also simply
reflect a more local process. The cross-stream velocities
are somewhat noisier than the along-stream velocities, so
for this quantity a 30 km centered running mean filter has
been applied to smooth the stream-coordinate mean
section horizontally (the filter was applied after stream-
coordinate averaging). The zero-contour (thick white line
in Fig. 11) is not centered on the core of the downstream
flow, but rather is shifted about 50–60 km towards the
south flank of the current. The peak mean velocities are
quite low, only 2–5 cm/s near the surface and rarely
exceeding 3 cm/s at depth. Note the weak, but non-zero,
vertical shear in these velocities. Had the vertical shear
definition of the downstream flow direction been used in
the stream-coordinate calculation, as was done in most
cases by JSBW95, these baroclinic shears would have been
rotated into the along-stream direction. The largest
variability (Fig. 11, right panels) is confined above
1000 dbar except for a band centered 50 km towards the
cold side of the front. This latter feature may be a sign that
some warm-core ring data erroneously slipped into the
stream-coordinate averaging despite the hand editing
discussed in Appendix A. This possible artifact does not
affect the observation of confluent flow on the south side
of the current. The vertical mean cross-stream velocities
(not shown) have peak inflows of 2–3 cm/s at roughly
100 km on either side of the front. These values are only
marginally different from zero at a one standard error
level and are not significantly different from zero at 95%
confidence. Nevertheless, given a rough mean depth of
4500 m this inflow, if real, would translate to a conver-
gence of about 18–27 Sv per 100 km (not inconsistent with
JSBW95’s estimate of �18 Sv per 100 km inflow at this
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longitude from the SYNOP moored current meter data).
This value is about 5–7 times larger than the bulk inflow
value of 4 Sv per 100 km that would be determined using
the estimates of along-stream transport upstream at
731W (Leaman et al., 1989) and downstream at 551W
(Hogg, 1992), possibly indicating that this is a local
‘hot-spot’ for inflow into the Gulf Stream.

4.2. Potential vorticity structure of the Gulf Stream

In the absence of direct forcing and dissipation, water
parcels will always strive to conserve their potential
vorticity (e.g., Gill, 1982), which can be represented in a
stratified fluid as

D

Dt

1

r
qsy

qz
ðf þ zÞ

� �
¼ 0

where r, sy, f, and z are the density, potential density,
Coriolis parameter, and the vertical component of the
relative vorticity, respectively. Due generally to insuffi-
cient data, most studies of the potential vorticity neglect
the relative vorticity entirely or approximate it as only the
cross-stream gradient of the along-stream velocity. Some
studies have attempted to determine the complete
relative vorticity component, but these are generally
snapshots from hydrographic/ship-based surveys (e.g.,
Hummon and Rossby, 1998). Rossby and Zhang (2001)
estimated the potential vorticity of the Gulf Stream at
about 711W in stream coordinates using high horizontal
resolution data from repeat sections with an Acoustic
Doppler Current Profiler installed in a freighter. The
Rossby and Zhang (2001) results, however, were limited
to the upper 200–250 m and they were unable to evaluate
the along-stream gradients. The data set presented herein
provides the opportunity to do something that has not
been done in the past to the authors’ knowledge, that is,
calculate the time-varying complete relative vorticity in
stream coordinates including the downstream evolution
of the cross-stream velocity, and provide a complete
vertical section of the total stream-coordinates mean
potential vorticity.

The along-stream gradients of velocity were deter-
mined as follows. For each observation site on each day
the cross-stream location and direction of downstream
were determined as discussed previously for the stream-
coordinates averaging. For each site on each day the
corresponding three-dimensional grids of velocity were
used to interpolate and find the velocity that was
observed precisely 10 km in the downstream direction
from the original observation site. This procedure was
then used to find the observed velocity precisely 10 km
upstream of the original observation site. The upstream
velocity estimates were then averaged based on the
cross-stream location of the original observation site and
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so were the downstream velocities, essentially creating a
stream-coordinates mean upstream section and a stream-
coordinates mean downstream section. The differences
between these two sections, divided by the 20 km
distance between them, provides a centered difference
estimate of the along-stream gradient of velocity. The
cross-stream gradient of the along-stream velocity
was calculated as the cross-stream gradient of the data
in Fig. 9. The relative contributions of the two terms to the
total relative vorticity can be illustrated by studying their
ratios as a percentage of the planetary vorticity (Fig. 12).
The cross-stream gradient of along-stream velocity
(Fig. 12, top) is the larger of the two components, with
values reaching up to 30% of the planetary vorticity in the
upper few hundred dbar. This term has stronger magni-
tudes on the cold side of the core than the warm side by a
factor of about 1.4. The along-stream gradient of cross-
stream velocity (Fig. 12, middle), while much smaller, is
not negligible with a maximum value of just over 12% of f

about 30 km towards the cold side of the core. The along-
stream gradient of cross-stream velocity has no significant
values on the warm side of the core. While the two
components are somewhat asymmetric about the core the
total relative vorticity, calculated as the difference of the
two terms, has a more symmetrical peak magnitude of
28–32% of the planetary vorticity on either side of the
core, although the strongest values are shallower on the
cold side of the core (Fig. 12, bottom).

The potential vorticity (PV) calculated with the full
relative vorticity demonstrates higher values on the
cold side of the core, particularly in the upper 100 dbar
(Fig. 13). The PV front that shifts offshore with depth due
to the offshore shift of the pycnocline (light gray contours)
is enhanced by the relative vorticity associated with the
velocity maximum that also shifts offshore with increas-
ing depth (Fig. 9). Below 1000 dbar the PV values drop
several orders of magnitude below the values above
100 dbar. The higher horizontal velocity shear on the cold
side of the front in the upper water column, and hence the
higher z and PV, is consistent with the shipboard ADCP
results presented by Rossby and Zhang (2001) just west of
the SYNOP study region at 711W. The PV structure in the
SYNOP region is also fairly similar to that derived from a
3-layer analytical model of the PV that used hydrographic
and Pegasus data in the Gulf Stream at about 731W
(Logoutov et al., 2001) although the amplitudes of the
relative vorticity appear to be a bit lower at 681W. This
lower amplitude may be due to the use of geostrophically-
averaged velocities (over the span between OI grid points)
as opposed to direct velocity measurements as were used
in the Logoutov et al. (2001) study, although the close
agreement of the PIES-GEM absolute velocities (Fig. 4)
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with direct measurements suggests that this ‘problem’
cannot be particularly severe. Regardless, the inclusion of
the complete relative vorticity and the temporal averaging
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possible due to the time-series nature of the observations
makes the PV structure derived herein one of the most
accurate pictures of the mean PV of the Gulf Stream ever
produced.

5. Conclusions

The results herein provide new detailed vertical
sections of properties of the Gulf Stream centered about
681W, and they illustrate that these kinds of observations
can be made at a much lower cost than is required for a
large array of tall current meter moorings (�$25 K for a
PIES compared to �$150 K or more for a mooring
depending on the number and types of instruments
placed on the mooring). The resulting temperature,
salinity, and velocity sections are by definition dynami-
cally consistent with one another, and they suggest that
the mean Gulf Stream is slightly broader than had been
thought, with a mean width of about 250 km at the
surface and 155 km at the bottom. The mean transport for
the SYNOP period was 117 Sv, just a few percent larger
than the 113 Sv transport determined by JSBW95 using the
mooring motion-corrected current meter data from
SYNOP. The excess transport is evenly split between the
baroclinic and barotropic components (where barotropic
is defined as the bottom velocity multiplied by the water
depth following Fofonoff (1962); under the alternate
definition of barotropic as the vertical mean all of the
transport is barotropic by definition). The recirculation
gyres on either side of the Gulf Stream have a baroclinic
component although it is fairly small, perhaps 10% of the
total. The bulk rate of inflow between 731W and 681W
appears to be about 20% stronger (at 4.4 Sv per 100 km)
than had been believed in the past based on previous
studies of the SYNOP data (JSBW95). The local inflow rate
may be even larger, 20 Sv per 100 km, possibly indicating
that 681W may be the location of a maximum of the
inflow. The PV structure has a non-negligible contribution
from the along-stream gradient of cross-stream velocity.
The structure of the mean PV field found herein is similar
to that found in the upper 200 m at about 711W from
repeat shipboard ADCP sections (Rossby and Zhang, 2001).
Fig. A1. Contoured field indicates the pressure of the 12 1C isotherm on

December 8th, 1989. Bold lines denote the 500 dbar contours. Squares

denote the locations of the OI grid points used for stream coordinates

averaging (each square neighbors one of the current meter moorings).

The gray dashed line illustrates the method for defining the stream

coordinates cross-stream location for the mooring denoted by the gray

square. Note that this square illustrates a mooring for which the

measured values will be heavily influenced by the cold core ring present

on this day.
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Appendix A. Stream coordinates in a complex
environment

As discussed in the main body of the text, the
conversion of Eulerian data into stream coordinates
proceeds by determining the distance to the nearest point
of approach of the current core, herein defined as the ‘Z12

equal to 500 dbar’ contour. The challenge in this is that
there may be more than one such contour within the array
domain, such as occurred on December 8th, 1989 (Fig. A1).
When there are multiple contours within the array, this is
a sign that a complicated flow may cause difficulty in the
calculation of stream-coordinates position and the direc-
tion of downstream flow that should be applied for the
different observation sites. Consider the observation site
indicated by the gray square in Fig. A1. The default
determination for the cross-stream location might be that
indicated by the gray dashed line, however it is clear that
the flow at that observation site is far more likely to be
dominated by the cold core ring that is right on top of the
site than by the main Gulf Stream flow more than 100 km
away. It is a somewhat subjective decision as to whether
such observations as the example indicated in Fig. A1
should be used or not in building the stream-coordinates
average. In one sense the existence of rings on either side
of the current is something that does contribute to the
mean circulation of the region and thus should not be
neglected. On the other hand the goal of stream-
coordinates averaging is to determine the ‘best possible’
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picture of the structure of the current itself, not features
that are semi-independent such as rings that have broken
off of the main current, and thus observations such as that
made at the site indicated by the gray square in Fig. A1
should not be used in making the stream-coordinates
average. The decision made in this regard can have a
significant effect on the final result, as is illustrated by the
two mean along-stream velocity pictures shown in Fig. A2.
In Fig. A2a all data have been used, while for Fig. A2b the
data used in making the stream-coordinates mean section
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reflecting the fact that the mean current was passing
further north in the array so that there are fewer
observations on the cold side of the front in rings than
on the warm side. The decision made in this study was to
exclude data within rings and filaments when making the
stream-coordinates averages. Note that the counter-flow
on the warm side of the current is found in the mean
velocity section of JSBW95, consistent with that study not
having removed the ring and filament data during stream-
coordinates averaging.

Appendix B. Calculating degrees of freedom and integral
time scales

The calculation of degrees of freedom (DOF) and
integral time scales (ITS) from time-series observations
are standard tasks in the statistical analysis of the data,
however, there are inconsistencies in the definitions of
these quantities and their relationship with one another
in the oceanographic literature. As such it is imperative
that these quantities be defined within each paper so as to
be clear about how DOF and ITS determined in one study
should be compared to those determined in another. This
appendix reviews briefly the different definitions and
points out the inconsistencies between them.

The DOF is commonly defined (e.g., Davis, 1976) as
proportional to the inverse of the integral of the
autocorrelation over lags from minus infinity to positive
infinity:

DOF ¼ T

Z þ1
�1

RðtÞdt
� ��1

(B.1)

where T is the length of the time record, R is the
autocorrelation, and t is the lag. The key to note here is
that the integral is from lags of �N to +N. There is little
disagreement in the literature about this definition of
DOF, and it can be found in numerous research papers and
textbooks (e.g., Davis, 1976, 1977; Sciremammano, 1979;
Bendat and Piersol, 1986; Emery and Thomson, 1998). The
complication comes not from the definition of DOF but
from the definition of the ITS and its relationship to DOF.

The definition of ITS used by Davis (1976) can be
written as the following, where the notation has been
converted from discrete to continuous and has been
simplified a little:

ITS /

Z þ1
�1

CðtÞdt (B.2)

where C is the autocovariance. Note the integration limits.
Davis then goes on to say that each ITS in a record
corresponds to one DOF. Emery and Thomson (1998), on
the other hand, have the following definition for the ITS,
where again the notation has been simplified a little:

ITS /

Z þ1
0

CðtÞdt. (B.3)

Note again the integration limits. Emery and Thompson
then also state that one ITS in a record corresponds to one
DOF. Because the autocovariance function is symmetric
with respect to zero lag, if one uses the ITS definition in
Eq. (B.3) and one assumes that each ITS provides a DOF,
one will find twice as many DOF as using the ITS definition
in Eq. (B.2) for a record of the same length.

A review of the literature and discussions with many
colleagues suggests that the ITS definition in Eq. (B.3) is
the more commonly used one, however all sources seem
to agree than the proper definition of the DOF is that given
in Eq. (B.1). As such the proper relationship between ITS
and DOF is that it requires two ITS calculated via Eq. (B.3)
to provide one DOF. This is the result that shall be used in
this paper. If instead one chooses to use the Eq. (B.2)
definition of the ITS, one needs to associate one DOF with
each ITS.

For the 12 bottom pressure records and the 24 travel
time records from the PIES and IES the definition in
Eq. (B.3) was applied. The mean (median) ITS for the
pressure records was 20 (18) days, while the mean
(median) ITS for the travel time records was 26 (27) days
(n.b., ITS was calculated after the 40-h low-pass filtering).
As the absolute velocities calculated as discussed herein
are dependent on both the bottom pressure data and the
travel time data, a mean ITS of 23 days is used throughout.
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